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Abstract—We present a novel multi-valued computation 
framework called Wave Interference Functions (WIF), based on 
emerging non-equilibrium wave phenomenon such as spin waves. 
WIF offers new features for data representation and 
computation, which can be game changing for post-CMOS 
integrated circuits (ICs). Information encoding wave attributes 
inherently leads to multi-dimensional multi-valued data 
representation and communication. Multi-valued computation is 
natively supported with wave interactions, such as wave 
superposition or interference. We introduce the concept of a 
multi-valued Interference Function that is more sophisticated 
than conventional Boolean and Majority functions, leading to 
compact circuits for logic. We present WIF implementation of 
multi-valued operators to realize any desired logic/arithmetic 
function using the Interference Function. We evaluate 2-digit to 
16-digit quaternary (radix-4) full adder designs with WIF 
operators in terms of power, performance and area. Estimates 
indicate up to 63x higher density, 884x lower power and 3x better 
performance when compared to equivalent 45nm CMOS adders. 
WIF features completely change conventional assumptions on 
circuit design, opening new avenues to implement future 
nanoscale ICs for general purpose processing and other 
applications inherently suited to multi-valued computation. 

Keywords—Wave computation; Multi-valued computation; 
Spin waves; Wave interference functions. 

I. INTRODUCTION 
Multi-valued logic is defined as the logical calculus that 

involves more than two logic levels. It allows compact data and 
functional representation, and is more efficient compared to 
binary logic. As a result, multi-valued logic implementations 
have been long sought for general purpose processors, and for 
applications that are inherently more suited to multi-valued 
computation such as image processing, big data analytics, 
many-valued decision diagrams, artificial neural networks etc. 
However, the transition from binary to multi-valued logic 
based implementations has been unsuccessful so far, since 
conventional approaches use digital CMOS technology (which 
is tailored for binary logic and operates with binary switches) 
for hardware emulation of multi-valued constructs that is very 
inefficient.   

In this paper, we present a new multi-valued computational 
paradigm that uses wave physical phenomenon at nanoscale, 
called Wave Interference Functions (WIF). The vision is to use 
elementary functional elements that are more sophisticated 
than switches as the building blocks, to compactly realize 
multi-valued logic/arithmetic (see Fig.  1). In contrast to 
CMOS, WIF's features allow inherent data representation, 
communication and computation in the multi-valued domain. 

Information is encoded in a combination of wave attributes – 
amplitude and phase, which is multi-dimensional: each of the 
wave attributes can take multiple values, and when used in 
conjunction they present a plethora of options for multi-valued 
data encoding. Information processing is achieved through 
wave superposition interactions and wave propagation, both of 
which can affect wave phase and amplitude. The output wave 
is also multi-valued, encoding the result and information about 
the inputs in a compressed manner using both its phase and 
amplitude. We introduce the concept of Interference Function 
that mathematically captures these superposition interactions, 
and show this is a more sophisticated function than 
conventional Boolean or Majority. We develop a formalism for 
multi-valued logic implementation using the Interference 
Function as the basic element. These features enable efficient 
multi-valued logic implementation with compressed 
communication and computation. 

We illustrate the WIF framework using spin waves physical 
phenomenon in this paper. But the ideas presented here are 
generic and broadly applicable to any phenomenon that 
exhibits wave-like behavior. Prior research efforts have 
proposed using spin waves to implement conventional Boolean 
or Majority logic [1][2]; however these approaches do not 
harness the full potential and benefits of wave computation. 
The WIF framework presented here is a new direction where 
intrinsic wave properties and sophisticated Interference 
Functions are leveraged for computation and communication, 
rather than mapping it onto conventional computation 
paradigms. This could result in significant benefits in terms of 
power, performance and area compared to CMOS approach. 

The rest of the paper is organized as follows: Section II 
presents a brief overview on physical layer components to 
operate on spin waves. Section III presents multi-valued data 
representation, and elementary WIF operators are introduced in 
Section IV. Section V discusses the definition and WIF 
implementation of multi-valued operators for logic. Using 
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Fig.  1. (Left) Conventional elementary functional element (i.e., 
binary switch). (Right) Envisioned elementary functional element 
for  Wave Interference Functions computation paradigm.  
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these operators, a WIF quaternary (radix-4) full adder design is 
presented and evaluated in Section VI. Section VII concludes 
the paper. 

II. WIF PHYSICAL LAYER 
Spin waves, also known as magnons, are the collective 

oscillations of electrons spins in an ordered spin lattice around 
the direction of magnetization in ferromagnetic materials. The 
key fabric components [2] required for operating on spin waves 
are – ferromagnetic waveguides called Spin Wave Bus (SWB) 
that facilitate spin wave propagation and superposition, and 
Magneto-Electric (ME) cells (see Fig.  2a). The ME cell is a 
multiferroic heterostructure consisting of a magnetic element 
with at least two stable states for magnetization. It performs 
several functions – (i) generating and detecting spin waves by 
converting electric signals into magnetic domain and vice 
versa, (ii) amplifying spin waves for logic, as well as 
restoration of wave amplitudes in spin wave bus for signal 
integrity, and (iii) storing information encoded in the state of 
its magnetization that can be altered by incoming spin waves. 

III. MULTI-VALUED DATA REPRESENTATION WITH WAVES 
Waves present several attributes to encode data such as 

phase, amplitude and frequency, thereby providing an 
opportunity to develop new schemes for multi-dimensional 
compressed data representation. The choice of using any one or 
a combination of the wave characteristics is driven by the 
capabilities of the physical components used to build the 
computational system. We limit the phase to be either 0 or π in 
the data encoding used in this paper, since the ME cells used 
for spin wave detection are designed to differentiate these 
phases. However, additional phases may be used as per 
physical component capabilities as well.  

Here, we introduce the notations that will be used in 
subsequent sections for multi-valued logic design. A spin wave 
is denoted as ෨ܺ; and is represented using polar co-ordinates to 
incorporate both its amplitude (a) and phase (φ) compactly as 
follows: 

෨ܺ = ܽ݁ఝ = ݏܿ)ܽ ߮ + ݅ ݊݅ݏ ߮). (1)  

Thus, any wave can be interpreted as having amplitude a 
when the phase is 0, and –a when the phase is π at the point of 
interference. When a phase other than 0 and π is employed, 
either the real or imaginary component of the notation above 
will need to be used as required. 

To represent data in radix-r number system, we need r/2 

distinct amplitude values if r is even, and (r+1)/2 amplitude 
values if r is odd, in conjunction with aforementioned 2 phase 
values. For example, for binary data representation (radix-2) 
we need a single amplitude level A. The phase encodes binary 
data (1-bit) with logic 0 and logic 1, assigned to waves with 
initial phase 0 and π respectively.  For quaternary data 
representation (radix-4), we use two amplitude levels (A, 3A) in 
conjunction with two phase values (0, π) to get four different 
combinations. Each combination is assigned to a logic value 
(see Fig.  2b and Table I). Alternative combinations for 
amplitude and phase may also be used. By contrast, 
conventional charge-based digital computational systems are 
capable of using only the presence/absence of charge for one-
dimensional binary information representation.  

IV. ELEMENTARY WIF OPERATORS 

A. Interference Function 
Wave interference is the fundamental operation in the WIF 

approach. Spin waves interfering at a given point exhibit linear 
superposition behavior [3]. Elementary spin wave circuit 
operation has been experimentally demonstrated at room 
temperature [14]. Here, the focus is on a new model of 
computation with waves departing from conventional Boolean 
and Majority approach. The Interference Function I of n input 
waves ෨ܺ, ෨ܺଵ, … , ෨ܺିଵ is defined as follows: 

۷൫ ෨ܺ, ෨ܺଵ, … , ෨ܺିଵ൯ =  ෨ܺ + ෨ܺଵ + ⋯+ ෨ܺିଵ 
 = ܽ݁ఝబ + ܽଵ݁ఝభ + ⋯+ ܽିଵ݁ఝషభ . 

(2)  

The result of this Interference Function is a spin wave ෨ܻ , 
whose individual wave attributes are denoted as follows: 

෨ܻ = ܽ௬݁ఝ = ۷൫ ෨ܺ, ෨ܺଵ, … , ෨ܺିଵ൯ 
where, ܽ௬ = I൫ ෨ܺ, ෨ܺଵ, … , ෨ܺିଵ൯ 
            ߮௬ = Iఝ൫ ෨ܺ, ෨ܺଵ, … , ෨ܺିଵ൯. 

(3)  

In general for n input waves, if the amplitude of any wave  

TABLE I. QUATERNARY (RADIX-4) LOGIC ENCODING 

Logic Value Wave 
Representation 

Wave Attributes 
(Amplitude, Phase) 

෨ܮ 0 =   (3A, 0)݁ܣ3
෨ଵܮ 1 =   (A, 0)݁ܣ
෨ଶܮ 2 =  గ (A, π)݁ܣ
෨ଷܮ 3 =  గ (3A, π)݁ܣ3

 

 
Fig.  2. a) WIF Physical fabric components to operate on spin waves; and b) Illustration of quaternary data representation (radix-4) with 
waves, encoded in the combination of phase and amplitude.  
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෨ܺ  is aj = wj.A, where wj represents a weight in multiples of 
unit-amplitude A, then the Interference Function result encodes 
the following information: 

Iఝ൫ ෨ܺ, ෨ܺଵ, … , ෨ܺିଵ൯ =  ൜ߨ; గ݁ܣݓ∑ ݂݅   > ݁ܣݓ∑ 

0; ݁ݏ݈݁                                   
    

→ weighted-majority decision  
  I൫ ෨ܺ, ෨ܺଵ, … , ෨ܺିଵ൯ = ห∑ݓ݁ܣห − ห∑ݓ݁ܣగห .         

(4)  

The output phase encodes the weighted majority decision 
of all the input wave phases, and the amplitude represents the 
weighted difference of the number of input waves that are out-
of-phase with respect to each other. Thus the Interference 
Function is much more than a simple Majority, and it results in 
a spin wave that encodes all the necessary information about 
the inputs in a compressed manner.  

B. Identity Operator 
The identity operator takes an input wave and provides the 

same wave at the output. This is analogous to a wire in the 
electrical domain, which maintains the same voltage at the 
output as the input.  

C. Complement Operator 
This is used to perform the inversion function. For radix-r, 

it is represented using the following equation:  
ݔ̅ = ݎ) − 1) −   ϵ {0, 1,…, r-1}. (5) ݔ where ,ݔ

Here, x represents the logical input value in radix-r number 
system. This is analogous to a Boolean NOT operation. Given 
a spin wave ෨ܺ =  ܽ݁ఝ , corresponding to the logical value x, 
the inversion operator (with “–” sign) is then defined as 
follows: 

− ෨ܺ = −ܽ݁(ఝ) =  ܽ݁(ఝାగ) = ൜−ܽ;  if φ = 0
ܽ;   if φ = π  (6)  

Physically, this means that the inversion operator 
introduces a phase shift of π for a given spin wave, as a 
consequence of the choice of data representation. 

D. Physical Implementation of Elementary WIF Operators 
The physical implementation of the WIF operators turns 

out to be quite simple without requiring any active devices (see 
Fig.  3). The Interference Function is simply a junction of spin 
wave buses. The Identity operator is a spin wave bus whose 
length is an integral multiple of the wavelength (λ). This 
ensures that the output phase is the same as the input wave 
phase. The Complement operator can be implemented by using 
a spin wave bus that has a length equal to an odd multiple of 
the half-wavelength. 

V. WIF OPERATORS FOR MULTI-VALUED LOGIC 
Multi-valued algebra provides the necessary framework for 

expressing and manipulating multi-valued functions. Similar to 
Boolean algebra that uses {AND, OR, NOT} operators, multi-
valued algebra uses a functionally complete set of {Min, Max, 
Literal, Cyclic} operators for realizing any multi-valued logic 
function [4][13]. Using these operators, any function in multi-
valued domain can be expressed as a sum-of-products (SOP), 
and reduction techniques have been extensively studied in 
literature to minimize a multi-valued SOP expression 
[5][11][12]. To construct these operators Identity, Complement, 

Upper Threshold, Lower Threshold and Truncated Difference 
operators are used [4]-[7]. Identity and Complement operators 
using WIF were discussed in the previous section. In the 
following discussion, the rest of the multi-valued logic 
operators are defined and some of their WIF implementations 
are presented using quaternary logic as an example. Remaining 
operators can be implemented following the approach shown 
based on their Interference Function expressions. 

A. Upper Threshold and Lower Threshold Operators 
These operators use two-inputs (x, y), and realize multi-

valued threshold functions. In these operations, when one input 
is above or below the other input in terms of logic value, a 
constant output is selected.  The Upper Threshold operator 
 :is defined as (௬ିଵݔ)

௬ିଵݔ = ൜ݎ − 1, when ݔ ≥   ݕ
݁ݏ݈݁           ,0 ,ݔ ,   ϵ {0, 1,…, r-1}. (7) ݕ

For radix–r it is expressed in terms of Interference 
Function as: 

෨ܺ୷୰ିଵ = Iൣ(ݎ − 1)Iଵ
(− ෨ܺ , ෨ܻ   ෨/ଶ)൧, (8)ܮ,

where (r-1) represents either r-1 copies of interference 
output at I1 or amplification (using ME cell); ෨ܺ , ෨ܻ are input 
waves corresponding to logical inputs x, y respectively; and 
෨/ଶܮ  is a reference wave corresponding to logic level r/2.  
Interference Function I1 produces an output wave of positive 
phase when (ݔ ≥ (ݕ , and generates a negative phase 
otherwise. To obtain the correct output, here we use an 
amplification ME cell such that the output wave has a phase 
equal to the incoming wave, but the amplitude is always pulled 
up to the highest supported value. Fig.  4a shows the truth table 
for Upper Threshold operator and physical implementation in 
WIF for quaternary logic (r = 4). 

The Lower Threshold operator ( ௬ିଵݔ ) is defined as 

௬ିଵݔ = ൜ݎ − 1, if ݔ ≤   ݕ
݁ݏ݈݁           ,0 . (9)  

It is implemented the same way as the Upper Threshold 
operator, but inputs are interchanged. The Interference 
Function to express Lower Threshold operation is: 

෨ܺ௬ିଵ = ݎ)۷ൣ − 1)Iଵ
( ෨ܺ ,−෨ܻ   ෨/ଶ)൧.  (10)ܮ,

 
Fig.  3. Physical implementation of WIF elementary operators 
with spin wave bus for a) Interference function; b) Identity 
operator; and c) Complement operator. Here n is an integer and λ 
is the spin wavelength in Fig. 3b-c. 
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B. Truncated Difference Operator 
This is used to select the difference between two inputs 

when a condition is satisfied. The notation is x Ξ y, and the 
operation is defined as: 

ݕ Ξ ݔ = ൜ݔ − , ݕ when ݔ >   ݕ
݁ݏ݈݁           ,0 , 

,ݔ   ,ϵ {0 ݕ 1, … , ݎ − 1}. 
(11)  

This can be expressed with Interference Function as 
෨ܺ Ξ ෨ܻ = ۷൫ ෨ܺ ,−෨ܻ ,   ෨൯, (12)ܮ

where, ෨ܺ , ෨ܻ  are input waves corresponding to logical inputs 
x, y respectively; and ܮ෨ is a reference wave corresponding to 
logic 0. The truth table and the physical implementation for 
Truncated Difference operator are shown in Fig.  4b for 
quaternary logic. The difference operation is performed at the 
junction of incoming waves. In order to achieve the correct 
output, the resultant wave amplitude after interference is 
always truncated to 3A if it is greater than 3A. This truncation 
may be achieved by either designing the spin wave bus and 
ME cells to accommodate this requirement or through external 
electrical circuits. The same assumption is considered for other 
multi-valued operators and circuit implementations as well. 

Using these operators, we discuss WIF implementation of 
Min, Max, Literal and Cyclic operators to enable any arbitrary 
multi-valued logic function realization. 

C. Min Operator 
The Min operator (x ∙ y) in multi-valued logic is analogous 

to the Boolean AND operator. It is defined as follows: 

ݔ ∙ ݕ = ൜
ݔ                     ,ݔ <   ݕ
ݔ − ݔ) − ݁ݏ݈݁   ,(ݕ     

,ݔ ,ϵ {0 ݕ 1, … , ݎ − 1}. 
(13)  

The Truncated Difference operator can be used to realize 
the above output conditions as x ∙ y = x Ξ (x Ξ y). Notice that in 
equation (13), for the condition x ∙ y = y, the output is re-
expressed as x ∙ y = x – (x – y) to enable implementation with 
Truncated Difference operator. The functional representation in 
terms of Interference Function is: 

Min൫ ෨ܺ , ෨ܻ൯ = ෨ܺ Ξ ൫ ෨ܺ Ξ ෨ܻ൯ = ۷ൣ ෨ܺ ,−൫ ෨ܺ Ξ ෨ܻ൯,ܮ෨൧, (14)  

where ෨ܺ , ෨ܻ  are input waves corresponding to logical inputs 
x, y respectively; and ܮ෨ is a reference wave corresponding to 
logic 0. Fig.  4c shows the truth table and the WIF physical 
implementation of Min operator.  

D. Max Operator 
The max operator (x + y) in multi-valued logic is analogous 

to the Boolean OR, defined as follows: 

ݔ + ݕ = ൜
,ݔ < ݔ   ݕ

ݔ + ݕ) − ,(ݔ         ݁ݏ݈݁

,ݔ   ,ϵ {0 ݕ 1, … , ݎ − 1}. 
(15)  

The functional representation in terms of Interference 
Function is  

Max( ෨ܺ , ෨ܻ) = ෨ܺ + ൫ ෨ܻ  Ξ ෨ܺ൯ = ۷ൣ ෨ܺ , ൫ ෨ܻ  Ξ ෨ܺ൯,ܮ෨ିଵ൧, (16)  

where ܮ෨ିଵ  is a reference wave corresponding to logic 
value r-1.  

E. Literal Operator 
This operator combines both Upper Threshold and Lower 

Threshold operators, and provides more flexibility for 
conditional operations. The notation for Literal operator is pxq. 
The output conditions are defined as:  

 ݔ = ൜ݎ − 1, ≥  ݔ ≤   ݍ
݁ݏ݈݁                           ,0          

,ϵ {0 ݕ,ݔ,ݍ, 1, … , ݎ − 1}. 
(17)  

The Interference Function implementing literal operator 
using Upper Threshold and Lower Threshold operators is  

  ෨ܺ = ۷൫ ෨ܺ୰ିଵ, ෨ܺ୰ିଵ   ෨൯. (18)ܮ,

F. Cyclic Operator 
This is analogous to Boolean XOR, and is defined as 

ݔ ⊕ ݕ =   ,ݎ ݀݉ (ݕௗௗ+ݔ)

,ϵ {0 ݕ,ݔ 1, … , ݎ − 1}. 
(19)  

 
Fig.  4. Truth table and physical implementation for a) Upper Threshold Operator; b) Truncated Difference Operator; and c) Min Operator. 
The intermediate ME cell labeled ‘3A’ generates a spin wave with phase equal to input phase and constant amplitude 3A. Other 
intermediate ME cells labeled ‘L0’ and ‘L2’ generate waves corresponding to logic 0 and logic 2 respectively. Here, λ is the spin 
wavelength and n is an integer. Unless specified explicitly, all SWBs have lengths equal to an integral multiple of λ. 
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Here, ‘+add’ represents arithmetic addition of logic inputs. 
To implement this function, we define a new operator called 
Carry operator (denoted by ‘+carry’): 

ݕ ୡୟ୰୰୷+ ݔ = ൜1, if ݔ +ௗௗ ݕ > ݎ  − 1
݁ݏ݈݁                                      ,0            

,ϵ {0 ݕ,ݔ 1, … , ݎ − 1}. 
(20)  

The Carry operator is implemented using Min operator as 
follows: 

෨ܺ+ୡୟ୰୰୷ ෨ܻ = Minൣ۷൫ ෨ܺ , ෨ܻ   ෨ଵ൧. (21)ܮ,෨൯ܮ,

The output of  I൫ ෨ܺ , ෨ܻ ,  ෨൯ represents (x +add y) – r–1, if xܮ
+add y > r–1; and 0 otherwise. Therefore, a non-zero output is 
obtained only when x +ୟୢୢ y > r–1. The Min operation of this 
output with ܮ෨ଵ provides the binary Carry output.  

The Cyclic operator is then implemented as: 
෨ܺ ⊕ ෨ܻ = ෨ܤ,ሚܣ۷ൣ ,෨ܮ, ( ෨ܺ+ୟୢୢ ෨ܻ)୰

୰ିଵ ,−( ෨ܺ+ୡୟ୰୰୷ ෨ܻ)൧. (22)  

Here, ( ෨ܺ+ୟୢୢ ෨ܻ)୰
୰ିଵ  implements the Lower Threshold 

operation, whose output is r–1 if x +add y ≤ r–1, and 0 
otherwise.   

VI. WIF EXAMPLE: QUATERNARY FULL ADDER 

A. Quaternary Full Adder Design 
The use of multi-valued operators for circuit design reduces 

complexity significantly and provides a framework for 
arbitrary logic/arithmetic implementation. In this section, we 
present a quaternary full adder as an example using WIF multi-
valued constructs described earlier. The quaternary full adder 
circuit operates on two quaternary operands (A, B) and a binary 
carry-in (Cin).  It has two outputs representing the result of the 
addition – the quaternary least significant digit (Sout) and the 
binary carry-out (Cout). The same full adder design can be 
extended to implement high bit-width adders. The conditions 
for binary carry generation are: 

௨௧ܥ = ൜1, if ܣ +ௗௗ ௗௗ+ ܤ  ܥ   ≥ ݎ 
           ݁ݏ݈݁                                                  ,0

,ϵ {0 ܤ,ܣ 1, … , ݎ − 1} and ܥϵ {0, 1}. 
(23) 

Here r = 4 for quaternary logic, and ‘+add’ represents 
arithmetic addition of logic inputs. The above operation is 
realized using 3-input Carry operator as: 

ሚ௨௧ܥ = ሚܥ෨+ୡୟ୰୰୷ܤሚ+ୡୟ୰୰୷ܣ = Minൣ۷൫ܣሚ,ܤ෨  ෨ଵ൧, (24)ܮ,ሚ൯ܥ,

where  ܣሚ,ܤ෨ ሚܥ,  are input waves corresponding to logical 
inputs A, B, Cin respectively; ܥሚ௨௧ is the output wave 
corresponding to output Cout; and ܮ෨ଵ is a reference wave 
corresponding to logic 1. 

The quaternary full adder sum output (Sout) conditions are: 

൜ A +ௗௗ  B +ௗௗ  C୧୬ − , ݎ if A +ௗௗ  B +ௗௗ  C୧୬  > ݎ  − 1 
A +ௗௗ  B +ௗௗ  C୧୬,                                                  ݈݁݁ݏ     (25) 

Here A, B ϵ {0,1,2,3} and Cin ϵ {0, 1} for quaternary adder. 
This is expressed using 3-input Cyclic operator as follows:  

ሚܵ௨௧ = ሚܣ ⊕ ෨ܤ ሚܥ⊕ = ۷൫ܣሚ,ܤ෨ ,ሚܥ, ෨ܺ୰୰ିଵ  ,ሚ௨௧൯ܥ−,

where ෨ܺ = ሚ+ௗௗܣ)   .(ሚܥ෨+ௗௗܤ 
(26) 

The WIF implementation of equations (24) and (26) are 
shown in Fig.  5.  

B. Benchmarking vs. CMOS 
To evaluate the potential of multi-valued logic 

implementation in WIF, extensive benchmarking was done 
with respect to binary CMOS for equivalent 4-, 8-, 16- and 32-
bit ripple carry adder designs. For WIF evaluation the 
parameters were as follows based on experimental evidence 
and numerical simulations [9][10]: The wavelength of the spin 
wave was taken to be 100nm. Accordingly ME cell dimensions 
of 100nmx100nm were used, and the spin wave bus length was 
considered in multiples of 100nm. The group velocity of the 
spin waves was assumed to be 104 m/s. The switching delay of 
the ME cell was taken to be 100ps. ME cell switching energy 
was presumed to be 10aJ. 

The total delay of a WIF circuit was calculated as the sum 
of ME cell switching delay and propagation delay of the spin 
waves along the longest path (critical path delay). The 
propagation of the spin waves does not involve any movement 
of charge and hence there is no energy consumed for the 
propagation and the interference of waves. Accordingly, the 
total energy consumed by the circuit depends on the total 
number of ME cells that are switching. Area of WIF circuits 
was calculated based on ME cell dimensions and patterning 
area required for SWB with the above assumptions. All 
quaternary adders were designed using multi-valued operators, 
and followed the design principles illustrated previously. 
CMOS designs for the adders were defined in Verilog and 
synthesized using Synopsys Design Compiler in 45nm node 

 
Fig.  5. Quaternary full adder implementation in WIF for: a) Carry function (Cout); and b) Sum function (Sout). 
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using North Carolina State University (NCSU) Product 
Development Kit (PDK). Performance and power for CMOS 
were calculated using HSPICE simulations. The benchmarking 
results are shown in Table II.  

Tremendous benefits are achieved across all metrics for 
quaternary full adder designs using WIF vs. binary CMOS. 
The results also indicate increase in benefits with higher bit-
width implementations, suggesting WIF’s scalability potential. 
The 2-digit quaternary full adder design showed 61x density, 
640x lower power and 2.2x performance advantage vs. CMOS  
binary 4-bit adder, whereas the 16-digit quaternary full adder 
showed 63x density, 884x lower power and 3x performance 
improvement vs. 32-bit CMOS. The improvement in power 
consumption is due to low ME cell switching power, and low 
energy computation and communication without charge 
transfer. The density benefits are primarily due to WIF’s 
inherent support for multi-valued logic, compressed functional 
implementation through multi-valued operators leading to 
compact circuits, and reduced communication requirements 
through multi-valued wave propagation. These factors also 
contribute significantly towards performance improvements.   
Estimation results showed up to 3x performance improvement 
vs. CMOS, despite the fact that spin wave propagation is 
slower than charge by 10x [15][16]. While the initial designs 
considered here were ripple-carry adders, more benefits may be 
obtained through architectural optimization. Additional aspects 
need to be considered for large-scale designs such as 
communication and clocking. Large distance communication 
may be addressed by using charge based interconnects to 
reduce propagation delays, with a trade-off in power 
consumption.  

VII. SUMMARY 
We have presented a new multi-valued computation 

framework using waves for post-CMOS integrated circuits, 
called Wave Interference Functions (WIFs). Spin waves were 
used to illustrate WIF paradigm, however it is generic and 
applicable to other wave phenomena as well. This is a 
completely new direction compared to previous approaches 
that map wave interactions to conventional Boolean and 
Majority logic. We leverage the intrinsic Interference 
Functions to realize multi-valued logic resulting in compact 
circuit implementation, and compressed multi-valued data 
encoding and communication reduces interconnect 
requirements. WIF showed tremendous benefits in terms of 
power, performance and area compared to equivalent 45nm 
CMOS adder designs even at higher bit-width. This new 

paradigm completely changes conventional assumptions on 
circuit and processor designs. It could potentially lead to new 
processor micro-architecture directions that exploit compact 
functional implementation with WIF to extract much higher 
parallelism than what can be achieved today. It also provides a 
pathway to efficient post-CMOS IC implementations for 
applications like image processing, big data analytics, many-
valued decision diagrams, artificial neural networks etc. that 
are inherently suited for multi-valued computation. 
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TABLE II. COMPARISON BETWEEN QUATERNARY WIF AND BINARY 
45NM CMOS FULL ADDER DESIGNS  

Adder 
Bit-

Width 

Area (µm2) Delay (ps) Power (µW) 

CMOS WIF CMOS WIF CMOS WIF 

4-bit 430 7 550 225 3200 5 
8-bit 850 14 750 315 7300 9 

16-bit 1700 27 1400 515 14600 17 
32-bit 3410 54 2800 915 29200 33 

WIF Parameters: [λ=100nm, ME cell area = λxλ, ME delay = 
100ps, Wave velocity  = 104 m/s, ME switching power =100nW] 


